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Recently, Myerson, Adams, Hale, and Jenkins (2003)

replied to arguments advanced by Ratcliff, Spieler, and

McKoon (2000) about interpretations of Brinley func-

tions. Myerson et al. (2003) focused on methodological

and terminological issues, arguing that (1) Brinley func-

tions are not quantile–quantile (QQ) plots of distribu-

tions of mean reaction times (RTs) across conditions;

that the fact that the slope of a Brinley function is the

ratio of the standard deviations of the two distributions

of means has no implications for the use of slope as a

measure of processing speed; that the ratio of slopes of RT

functions for older and young subjects plotted against in-

dependent variables equals the Brinley function slope;

and that speed–accuracy criterion effects do not account

for slowing with age. We reply by showing that Brinley

functions are plots of quantiles against quantiles; that the

slope is best estimated by the ratio of standard deviations

because there is variability in the distributions of mean

RTs for both older and young subjects; that the interpre-

tation of equality of the slopes Brinley functions and plots

of RTs against independent variables in terms of process-

ing speed is model dependent; and that speed–accuracy

effects in some, but not all, experiments are solely re-

sponsible for Brinley slopes greater than 1. We conclude

by reiterating the point that was not addressed in Myer-

son et al. (2003), that the goal of research should be model-

based accounts of processing that deal with correct and

error RT distributions and accuracy.

In a typical Brinley function (Brinley, 1965), the mean
reaction time (RT) for older subjects for each condition
in an experiment is plotted against the mean RT for young
subjects for the same condition. The resulting function is
usually a straight line, usually with slope greater than 1.
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Debate has centered on what, if anything, this empirical
pattern reveals about age-related changes in information
processing (e.g., Cerella, 1994; Fisk & Fisher, 1994;
Myerson, Wagstaff, & Hale, 1994; Perfect, 1994). A
major problem in the debate is that empirical questions
interact with theoretical questions, and they are not al-
ways separated in interpretations of experimental re-
sults. Such an interaction occurs in Myerson, Adams,
Hale, and Jenkins’s (2003) recent reply to an article by
Ratcliff, Spieler, and McKoon (2000). Myerson et al.
(2003) focused on terminological and methodological
issues while neglecting the primary point of Ratcliff
et al.’s article—namely, that the empirical patterns re-
vealed by Brinley functions provide only minimal con-
straint on theoretical explanations of age-related differ-
ences in processing (see also Fisher & Glaser, 1996).

Ratcliff et al. (2000) argued that theoretical accounts
of aging effects on RT must be developed by fitting ex-
plicit models of cognitive processing to the full range of
dependent measures for RT—not just the mean RTs that
are plotted in Brinley functions but also the full shapes
of the RT distributions for both correct and error re-
sponses, as well as accuracy values. Any theory that does
not account for all of these dependent variables is almost
certainly inadequate. Just as one could not have an ade-
quate macroeconomic theory of unemployment rates
without considering productivity, interest rates, and so on,
so one cannot have an adequate psychological theory of
RT without considering accuracy values, error responses,
and RT distributions. Fortunately, recent research with
sequential sampling RT models (Busemeyer & Townsend,
1993; Ratcliff, 1978, 2002; Ratcliff, Gomez, & McKoon,
2004; Ratcliff & Rouder, 1998; Ratcliff & Smith, 2004;
Ratcliff, Van Zandt, & McKoon, 1999; Roe, Busemeyer,
& Townsend, 2001; P. L. Smith, 1995, 2000; P. L. Smith
& Vickers, 1988; Van Zandt, Colonius, & Proctor, 2000)
has shown that the models do a good job of handling all
the dependent variables in the RT studies that fall in their
domain. Application of these models to the study of
aging is beginning to paint a picture of aging effects that,
although more complex than any simple slowing ac-
count, successfully relates conclusions from studies with
RT data to conclusions that have previously been drawn
from studies that measure only accuracy or only thresh-
old values.

The Myerson et al. (2003) article has several parts:
They pointed out that a Brinley function is not necessar-
ily a quantile–quantile (QQ) plot; they provided an in-
terpretation of the intercept of a Brinley function in
terms of two components, a central processing compo-
nent and a residual component composed of peripheral
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processes, with the central component slowing more
with age than the peripheral component (Cerella, 1985);
they claimed that linear regression is an appropriate way
to estimate the slope of a Brinley function; they argued
that the slope of a Brinley function measures processing
speed; and they claimed that the slope of a Brinley func-
tion should correspond to the ratios of the slopes of
mean RTs plotted as a function of independent variables
in experiments.

We begin this article by discussing each of these is-
sues in turn. First, we agree with Myerson et al. (2003)
about the terminology of QQ and Brinley functions, that
the usual definition of a Brinley function does not fit the
technical definition of a QQ function because in a Brin-
ley function, the plotted means are not rank ordered as
they would be in a QQ function.

However, in the second section of this article, we stress
that it is the case that a Brinley function is a plot of quan-
tiles against quantiles. In Ratcliff et al. (2000), we showed
that the condition means of older and young subjects can
be understood as quantiles of distributions, one distrib-
ution of means for the older subjects and another for the
young subjects. When the quantiles are plotted against
each other in a Brinley function (i.e., the older subjects’
mean for each condition is plotted against the young
subjects’ mean for the same condition), then the slope of
the function is the ratio of the standard deviations (SDs)
of the two sets of quantiles. Given that the Brinley slope
is the ratio of SDs, the slope will have its typical greater
than 1 value because the spread of older subjects’ means
across experimental conditions is typically larger than the
spread of young subjects’ means. Also, given the typical
values of older and young subjects’ mean RTs and the
SDs in the mean RTs, a negative value for the intercept
of the Brinley function falls out of the equation for the
relationship between older and young subjects’ quantiles.

Third, we show that linear regression does not provide
an appropriate estimator of the slope of a Brinley func-
tion. The reason is that there is variability in both of the
plotted variables—that is, in both the condition means
of the older subjects and the condition means of the
young subjects.

Fourth, we discuss two critical problems with Myerson
et al.’s (2003) claim that the slope of a Brinley function
measures the relative speeds of processing for older versus
young subjects: The claim is invalid if the two groups of
subjects adopt different response criteria because differ-
ences in criteria can be wholly or in part responsible for
differences in performance. Also, the claim is consistent
with only a small set of models of cognitive processing.

Fifth, we show that Myerson et al.’s (2003) finding
that Brinley slopes match the ratio of slopes for older
and young subjects’ mean RTs plotted against indepen-
dent variables can be derived by simple algebra. We also
show that their interpretation of this finding is valid only
under a restricted range of processing models, and that
this analysis is possible only when RT is a linear func-
tion of the independent variable.

We end by reviewing applications of a theoretical
model, the diffusion model (Ratcliff, 1978, 1981, 1985,
1988, 2002; Ratcliff et al., 2004; Ratcliff & Rouder,
1998; Ratcliff & Smith, 2004; Ratcliff et al., 1999), to
experimental paradigms that show various patterns of
effects of aging on RT. In the review, we highlight the
advantages of a model that fits all the multiple aspects
of RT data and allows separate examination of compo-
nents of processing that might be affected by aging.

Brinley Plots and QQ Plots
A typical Brinley function is constructed by calculat-

ing the mean RT for each condition in an experiment for
older subjects and young subjects separately. Then the
mean RTs are plotted against each other, the mean for
the older subjects in each condition plotted against the
mean for the young subjects in that same condition.

Ratcliff et al. (2000) showed that each condition mean
in an experiment can be treated as representing a quan-
tile point on a distribution of condition means, where the
whole distribution would be swept out by all the possi-
ble levels of the independent variable, from the easiest
possible condition to the most difficult. The particular
levels of the independent variable used in an experiment
pick out of the distribution the quantiles that are actually
measured in the experiment. The levels of the indepen-
dent variable determine the relative difficulty of the con-
ditions, and if there were no extraneous variability in the
data, relative difficulty would order the condition means
from shortest to longest. If the relative difficulty of the
conditions is the same for older and young subjects, then
the rank ordering of the condition means would be the
same for older and young subjects and plotting them
against each other would yield a QQ plot. However, if
the variability in the data is sufficiently large, it will not
necessarily be the case that the ordering of the mean RTs
from shortest to longest will veridically reflect the or-
dering of the conditions in terms of difficulty. So when
a Brinley function is constructed by plotting, for every
condition, the older subjects’ mean from that condition
against the young subjects’ mean from the same condi-
tion, in order of the conditions’ difficulty, then the order-
ing of the means will not necessarily be from shortest to
longest. Thus, technically speaking, a Brinley function
is not a QQ plot because the means do not necessarily re-
flect a rank ordering of shortest to longest RTs. Myerson
et al. (2003) are therefore correct that a Brinley function
is not a QQ plot; however, as just explained, a Brinley
function is a plot of quantiles against quantiles, where
the ordering of the quantiles (i.e., the ordering of the
condition means) is determined by the independent vari-
able in the experiment.

While the focus of our original paper (Ratcliff et al.,
2000) as well as this reply is not on QQ plots—instead
the focus is on the interpretation of Brinley functions as
plots of quantiles against quantiles—it is worth men-
tioning a part of Myerson et al.’s (2003) discussion of
QQ plots that could be misleading. Using an example,
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they showed that a QQ plot can obscure important fea-
tures of data. In particular, for two sets of data from
young and older subjects, one set of data from a visuo-
spatial task and the other from a verbal task, Myerson
et al. (2003) showed that a Brinley function divides the
two sets into separately observable functions, but a QQ
plot obscures this separability (because reordering the
condition means fastest to slowest mixes data from the
two tasks). While it is correct that the QQ plot obscures
important aspects of the data in this case, it should not
be concluded that QQ plots generally have this problem.
An important aim of exploratory data analysis (EDA),
the research area of statistics in which QQ plots were
developed and promoted, is to explore data and not to
make mistakes such as combining sets of data that show
different patterns of results. For example, Chambers,
Cleveland, Kleiner, and Tukey (1983), in their text on
EDA, gave an example analogous to Myerson et al.’s
(2003) and used it to argue that no matter how sensible
a single type of analysis might appear to be for some col-
lection of data, there is no excuse for failing to look further
for more or different structures in the data. In Chambers
et al.’s example, QQ plots are constructed by plotting
quantiles of data against quantiles of a theoretical dis-
tribution, for amounts of rainfall with and without cloud
seeding. With seeding, the QQ plot of amounts of rain-
fall (log scale) against the quantiles of a normal distrib-
ution is nonlinear and the distribution is left skewed.
Without seeding, the QQ plot is also nonlinear but the
distribution is right skewed. Combining the seeding and
nonseeding data produces a linear QQ plot that suggests
a normal distribution even though the two components
of the distribution are nonnormal. Chambers et al. used
this example to illustrate that data should be explored in
many ways with many kinds of analyses. For Myerson
et al.’s (2003) visuospatial and verbal data, exploring the
data by producing separate instead of mixed QQ plots
would reveal the same separability of the functions as

shown by a Brinley function. As Chambers et al. (p. 212)
put it, “The general lesson is important. Theoretical QQ
plots are not a panacea and must be used in conjunction
with other displays and analyses to get a full picture of
the behavior of the data.”

Brinley Functions: Plots of Quantiles 
Against Quantiles

As stressed in the previous section, Brinley functions
are plots of quantiles against quantiles, the mean RTs for
older subjects representing quantile points from the dis-
tribution of possible mean RTs for them and the mean
RTs for young subjects representing quantile points from
their distribution. The quantiles of the distributions are
ordered by the relative difficulty of the levels of the in-
dependent variable in the experiment, and the only as-
sumption necessary for the quantile analysis is that the rel-
ative ordering of difficulty be the same for older and young
subjects. Note that this same assumption is necessary for
the standard slowing interpretation of Brinley plots.

Several of the main findings in the aging literature on
Brinley functions can be explained via the analysis of
Brinley functions as plots of quantiles against quantiles, as
discussed by Ratcliff et al. (2000) and outlined in Table 1.
First, it follows from the analysis that if the distributions
of quantiles for older and young subjects have about the
same shape, then the Brinley function will be approxi-
mately a straight line (see Ratcliff et al., 2000), which it
usually is (see Chambers et al., 1983, pp. 199–202). Even
when the separate plots of older and young subjects’ mean
RTs against the independent variable in an experiment are
not themselves linear (e.g., Luce, 1986, Figure 2.2), their
Brinley function will be approximately a straight line if the
distributions have about the same shape (Ratcliff et al.,
2000, Equation 4).

In contrast, linearity is a characteristic of Brinley
functions that has been addressed for only a few tasks by
only a handful of the researchers who interpret the slopes

Table 1
Features of Brinley Functions

Feature Slowing Interpretation Ratcliff et al. (2000) Interpretation

Slope greater Cognitive processes are slowed for older subjects relative to The slope of the Brinley function is the ratio of the SD of 
than 1 young subjects by a factor that is the slope of the Brinley condition means for older subjects to the SD of condition

function means for young subjects; the SD for older subjects is typically
larger

Linearity Rarely addressed; if serial or parallel processing is assumed, A Brinley function will be linear if the distributions of 
linearity derives from all processes slowing by a constant condition means for the older and young subjects have (at 
amount least approximately) the same shape

Negative Processing can be divided into peripheral and central Intercept � mO � mY(sO/sY); typical values of ms and ss 
intercept components, and there is more slowing with age in the produce negative value of intercept

central components

Negative Given more slowing with age in the central components, Variation in ms and ss across experiments produces the 
correlation random variation across experiments in central and negative correlation
between peripheral components leads to negative correlation
slopes and 
intercepts

Target for Brinley slope Distributions of mean RTs across conditions, plus all other 
modeling dependent variables in the task
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of Brinley functions as measures of slowing, in the context
of specific serial or parallel processing models (e.g.,
Cerella, 1991; see also Cerella, 1990). Outside of those
tasks, the Brinley plot linearity has not been explained.

Given that the older and young subjects’ condition
means are quantiles, the equation for the Brinley func-
tion is

QO � (sO/sY)QY � mO � mYsO/sY, (1)

where the subscripts O and Y stand for older and young,
mO and mY are the means of the condition means, sO and
sY are their standard deviations, and QO and QY are the
quantile values (see Ratcliff et al., 2000, for more de-
tail). Thus, the slope of the line is the ratio of the SDs.
As Ratcliff et al. (2000) stressed, the slope shows noth-
ing about the relative speeds of the older and young sub-
jects. The slope (sO/sY) will be greater than 1 if the
spread of the older subjects’ means in an experiment is
greater than the spread of the young subjects’ means.
The slope will be greater than 1 if the older subjects’
spread is greater even if the older subjects’ means are
shorter than the young subjects’ means, as they might
be, for example, in an experiment in which young sub-
jects were induced to perform as accurately as possible
while older subjects were given instructions and prac-
tice to respond as fast as possible.

In the literature, the most salient characteristic of
Brinley functions is that their slopes are almost always
greater than 1, but there are two other characteristics that
have received attention. One is that when the slope is
greater than 1, the intercept is negative, and the other is
that there is a negative correlation between the intercept
and slope of Brinley functions across experiments: When
the intercepts of Brinley functions are plotted against
their slopes for a large number of experiments, the inter-
cepts and slopes fall on a straight line with slope around
�500 msec and intercept around 600 msec (Cerella,
1985, 1991).

Both of these findings are directly understandable
from the analysis of Brinley functions as plots of quan-
tiles against quantiles. If older subjects’ mean RTs and
the SDs in them are greater for older than young subjects
in the amounts they typically are, then the intercept
(mO � mYsO/sY) will have a negative value, as Ratcliff
et al. (2000) demonstrated. The value of the intercept de-
pends on the young and older subjects’ mean RTs. In
other words, the intercept carries information about the
speed of older subjects relative to young subjects (My-
erson et al., 2003, claimed we said it directly measures
the relative speeds, but this is not the case).

The negative correlation between the intercepts and
slopes of Brinley functions from a number of experiments
can also be understood from analysis of Brinley func-
tions as plots of quantiles against quantiles. If, across ex-
periments, the linear regression between intercepts and
slopes had one true slope and intercept, then with ran-
dom variation across the experiments, the slope and in-
tercept would be negatively correlated (see Ratcliff &

Tuerlinckx, 2002, Figure 5). When there are also differ-
ences in mean RTs and the SDs for older and young sub-
jects across experiments, the negative correlation can be
understood with Equation 1. In Equation 1, if we let y
designate the intercept mO �mYsO/sY and x the slope
sO/sY, then

y � mO � mY x. (2)

If there are differences across experiments in x—that is,
in the SDs, then the intercept of the plot of intercepts
against slopes for the experiments’ Brinley functions
would be the overall mean RT for older subjects (mO) and
the slope would be the overall mean RT for young sub-
jects (mY). If there are differences across experiments in
the means as well as the SDs, then the slopes and inter-
cepts of the Brinley functions will necessarily be nega-
tively correlated, as we showed by examining system-
atic changes in means and SDs in Ratcliff et al. (2000;
see also Cerella, 1991; Myerson et al., 2003). Here, we
show the negative correlation when both means and SDs
randomly vary from experiment to experiment by simu-
lation, as follows:

For older subjects, mean RTs were selected from a
normal distribution with mean 700 msec and SD 70 msec,
and SDs were selected from a normal distribution with
mean 150 msec and SD 30 msec. For young subjects,
mean RTs were selected from a normal distribution with
mean 600 msec and SD 50 msec, and SDs were selected
from a normal distribution with mean 100 msec and SD
20 msec. From these distributions, 200 values of older
and young subjects’ means and SDs were randomly se-
lected, the Brinley slope and intercept were calculated
for each of the 200 sets of values, and they were plotted
in Figure 1. Given Equation 2, the intercept of the best
fitting line to these points should be the average mean
RT for older subjects, mO—that is, 700 msec, and the
slope of the line should be minus the mean for young
subjects, mY—that is, �600 msec. The obtained values,
704 msec and �604 msec, are very close to these predicted
values (and similar to the values obtained by Cerella,
1985, 1991).

Cerella (1985, 1991; see also Myerson et al., 2003)
provided a different account of why the Brinley intercept
is negative and why slopes and intercepts are negatively
correlated across experiments. They assumed that the
cognitive processes examined with Brinley functions
can be divided into two parts, central processes and pe-
ripheral processes, and they hypothesized that peripheral
processes are less affected by aging than are central pro-
cesses. To the extent that peripheral processing time for
older subjects is the same as peripheral processing time
for young subjects and given that the slope is greater
than 1, the slope will tend to have a negative intercept.
To see this, suppose that peripheral processing time is
exactly the same for older and young subjects. At this
point on the Brinley function, RTs for older and young
subjects will be equal and any line through this point
with a slope greater than 1 will have a negative intercept.
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The negative correlation between slope and intercept
across experiments is also easily explained: If it is as-
sumed, for the purposes of illustration, that there is no
variability in peripheral processing time across experi-
ments but there is variability in slope, then the larger the
slope, the more negative will be the intercept. If there is
some variability in peripheral processing time across ex-
periments, the negative correlation is still obtained. A
limitation of this analysis, as Cerella (1985) made clear,
is that central and peripheral processing times cannot be
uniquely determined from the data.

Table 1 summarizes the implications of the interpre-
tation of Brinley functions as plots of quantiles against
quantiles compared with the interpretation of Brinley
functions as measuring the degree of cognitive slowing
for older relative to young subjects. Cerella (1985, 1991)
and Myerson et al.’s (2003) account of negative Brinley
intercepts and negative correlations of slopes and inter-
cepts across experiments assumes two separable com-
ponents of processing, not an unreasonable assumption,
whereas the quantile analysis depends only on the typi-
cal values of mean RTs and SDs. The two accounts dif-
fer sharply in the targets of their theoretical efforts, with
an explanation of the Brinley slope (i.e., the degree of
slowing with age) as the target for the standard account

with models that are specific to aging, and with an ex-
planation of all the dependent variables in a task as the
target for Ratcliff et al. (2000) with models that focus on
the processes involved in performing the task.

Myerson et al. (2003) attempted to discredit Brinley
functions as measures of quantiles against quantiles by
saying that the analysis implies “cognitive psychology’s
few quantitative laws [e.g., memory scanning, mental ro-
tation, and visual scanning] would need to be radically
reinterpreted” (p. 230). But the Brinley function is not a
“quantitative law” (see Briggs, 1974); if it were, then
every stable, replicable pattern of data (serial position ef-
fects, error gradients, etc.) would have to be called a law.
Also, there is no generally agreed upon theoretical ac-
count of these “laws,” except perhaps in the case of men-
tal rotation. Moreover, the experimental results to which
Myerson et al. (2003) referred—the “laws”—are based on
plots of a dependent variable against an independent vari-
able. In contrast, the argument at issue concerns Brinley
functions, which are plots of one dependent variable
against another dependent variable that usually results in
linear functions with slopes that range from near 1 to 3.

The advantages of understanding Brinley functions as
plots of quantiles against quantiles are, first, that the
properties of Brinley functions listed in Table 1 are au-

Figure 1. A plot of intercept and slopes from Brinley functions when there is ran-
dom variation across 200 simulated experiments in the overall means and SDs across
conditions. For each simulated experiment, for older subjects, a mean RT was se-
lected from a normal distribution with mean 700 msec and SD 70 msec, and an SD
was selected from a normal distribution with mean 150 msec and SD 30 msec. For
young subjects, a mean RT was selected from a normal distribution with mean
600 msec and SD 50 msec, and an SD was selected from a normal distribution with
mean 100 msec and SD 20 msec. The Brinley slope and intercept were calculated for
each of the 200 simulated experiments, and these provide the basis of the plot.
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tomatically obtained, and second, that specific process-
ing models can be focused on predicting the behaviors of
all the dependent variables, accuracy values, and the RT
distributions for correct and error responses. Then, if a
model produces distributions of mean RTs across con-
ditions for older and young subjects that have about the
same shape, with the same relative ordering across con-
ditions, and with the means and SDs larger for older sub-
jects, the Brinley plot regularities follow.

Linear Regression Does Not Provide an
Appropriate Measure of Brinley Slope

In Myerson et al.’s (2003) view, the slope of a Brinley
function measures the relative speeds of cognitive pro-
cessing for older and young subjects. They claimed that
linear regression is the best way to estimate this slope,
and in making this argument, they asserted that Equa-
tion 1 is a special case of linear regression. Neither of
these claims is correct.

If Equation 1 were a special case of linear regression,
then the slope of the function would be r(sO/sY) instead
of (sO/sY), where r is the correlation coefficient. If there
were no variability in the y and x values, then the slope
of the linear regression line would be equal to the ratio
of the SDs in the y and x values (Myerson et al., 2003,
agreed on this point): The ratio of SDs, sO/sY, for the line
y � mx � c, is

However, for a Brinley function, there is, of course,
variability in the data, and there is variability in the x val-
ues as well as the y values. Given variability in the x val-
ues, Equation 1 is not a special case of linear regression
(Chen & Van Ness, 1999; Draper & Smith, 1998; Fisk,
Fisher, & Rogers, 1992).

As the best estimator of slope, Myerson et al. (2003)
advocated use of the “general equation for regression/
correlation” (Myerson et al., 2003, Equation 2); how-
ever, they do not consider the assumptions underlying it.
These are as follows: that there is no variability in x, that
there is variability only in y, and that the variability in
the y values arises from each value being selected from a
normal distribution. Linear regression is robust to viola-
tions of normality, but it is not robust to variability in x.
If there is variability in x as well as y, the slope is un-
derestimated by linear regression (Fisk et al., 1992) and
linear regression should not be used (see also the simu-
lation in the appendix in Ratcliff et al., 2000).

Given that linear regression cannot be used to esti-
mate the slope, what estimator can be used? In the Ap-
pendix to this paper, we review statistical research on
this question and show that the conclusion is that, when
there is variability in both y and x and the number of ob-
servations is not large, one recommended estimator is
the ratio of the SDs of the y and x values (Draper &
Smith, 1998). This is the same as the slope of the Brin-
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ley function when the function is analyzed as plotting
quantiles against quantiles. In the Appendix, we also
discuss other estimators that depend on what is known
about the data (e.g., SDs in the individual x and y values)
as well as generalized regression that takes into account
SDs in mean RTs for both y and x.

Although it is statistically inappropriate to use standard
linear regression for estimating the slopes of Brinley plots
or for demonstrating that a straight line fits the data,
from a practical point of view, it is likely not to be a severe
problem if the correlation is high and an accurate value
of the slope is not needed. But if the value of the slope
is to be used for hypothesis testing, or if the best fitting
value of the slope is intended to be meaningful, then the
methods outlined in the Appendix are required.

How Well Do Straight Lines Fit Brinley Plot Data?
Before going on to further discuss interpretations of

Brinley slopes as measures of slowing, we mention an
empirical/statistical problem: A Brinley function is usu-
ally presented without any measure of how well the data
points are fit by the linear function used to describe
them. This contrasts sharply with most model-based ap-
proaches (e.g., Ratcliff et al., 2000) in which explicit
models are fit to experimental data and goodness-of-fit
statistics can be used to determine how accurately the
models fit the data. The statistic usually given for Brin-
ley functions is the value of the correlation between the
x and y points, but in the usual application this does not
provide any information about the extent to which the
points actually lie on the fitted straight line. In fact, the
usual correlation is not a measure of how well a straight
line fits the data; any straight line could be drawn, near
to or far from the data, and the value of the correlation
would still be the same. For example, there are many
ways of fitting straight lines to data, including standard
least squares, weighted least squares, several robust
methods (e.g., Venables & Ripley, 1996, chap. 8), and
methods that accommodate measurement error or vari-
ability in the x values (see below). The usual correlation
is the same no matter which method of producing a
straight line fit is used.

Figure 2, top panel, shows a Brinley function of the
data from three experiments from Ratcliff, Thapar, and
McKoon (2001, 2003) and Thapar, Ratcliff, and Mc-
Koon (2003). The correlation is .941, the slope is 1.46,
the intercept is �83 msec, and a straight line appears to
fit at least as well as for some data sets in the literature
for which data are combined across several experiments
(e.g., Cerella, 1990, Figure 3; Faust, Balota, Spieler, &
Ferraro, 1999, Figure 2; Nebes & Madden, 1988). The
data for two of the experiments shown in Figure 2 in-
clude conditions in which instructions stressed the ac-
curacy of responding and conditions in which instruc-
tions stressed the speed of responding, and these two
data sets are shown with separate symbols. The bottom
panel shows the same Brinley function, this time with
error bars of �2 SE around each data point. On this ver-
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sion of the function, it can be seen that the single straight
line does not pass through the confidence regions around
the data points. Only with the error bars is it apparent
how badly the single line does. With the error bars it is
clear that, while the single line fails, separate straight
lines fit each data set well (26 out of 30 data points fall
within 2 SE). The point is that there is no way to know
from the plot of a Brinley function without error bars
(like the one in the top panel of the figure) whether or
not it misses data points in significant ways.

The question of whether the data points are well fit by a
straight line is usually not asked in the regression literature
(except by assessing quadratic and higher order trends)
because the y values are assumed to be single measure-
ments and not means. In standard regression, when the y
values are means and there is variability in them (but not
in the x values), the question about goodness of fit would

translate into determining whether the variability in each
mean matched the variability in the means about the re-
gression line—that is, whether it matched the standard
error of estimate, sest y (e.g., Stuart, Ord, & Arnold, 1999,
p. 502; Draper & Smith, 1966, p. 28). When both the x
and y values are means and there is variability in both, one
solution for linear regression (Press, Flannery, Teukolsky,
& Vetterling, 1992) uses a generalized regression ap-
proach and provides a chi-square goodness-of-fit measure
(see the Appendix for a full discussion). For the line in the
top panel of Figure 2, the chi square value is 1,609.23, p �
.05 (df � 28), so the line does not fit the data.

The main point here is that Brinley functions may not
be good fits to the data on which they are based. To show
how well a Brinley function does fit the data, error bars
need to be displayed around the mean RTs (as in the bot-
tom panel of Figure 2) or some other measure of goodness
of fit, for example, the chi square, needs to be given. If
the function falls outside the error bars or the chi square
value is significant, then linear regression is not an ade-
quate description of the data.

The Slope of the Brinley Plot
To reiterate our point about Brinley functions, the slope

is the ratio of the SDs of the distributions of condition
means for older to young subjects. The slope does not
measure the relative speeds of older relative to young, but
instead shows the relative spreads of their means across
conditions. The distributions of means across conditions
are one of many possible meeting points between theory
and data. Myerson et al. (2003) interpreted the slope of
a Brinley function as measuring relative processing
speed: A slope greater than 1 is interpreted as the multi-
plicative amount by which older subjects are slow rela-
tive to young subjects. In this section, we outline three
problems with this interpretation.

1. Inconsistent processing speeds. Interpreting the
slope of a Brinley function as measuring relative process-
ing speed leads to inconsistent estimates of speed between
conditions that differ in terms of whether the instruc-
tions to the subjects emphasize speed or accuracy. The
inconsistencies come about because of the dependence
of a Brinley slope on subjects’ speed–accuracy criterion
settings. The problem can be illustrated with data from
several experiments in which instructions were used to
manipulate speed–accuracy criteria across blocks of trials.
For Experiment 2 in Ratcliff et al. (2001), when the older
subjects’ means for experimental conditions with speed
instructions are plotted against the young subjects’ means
for conditions with accuracy instructions, the Brinley
function is RTO � .54RTY � 199. When the same thing
is done for the speed and accuracy conditions in Thapar
et al. (2003) and in Ratcliff et al. (2003), the functions
are RTO � .72RTY � 221 and RTO � .35RTY � 308. In
all three cases, the slope is less than 1, so if the slope did
indeed show relative rates of processing, the conclusion
would be that the older subjects were faster than the
young subjects. If the plotting of the Brinley function

Figure 2. A Brinley function for the data from three experiments in
Ratcliff etal. (2001, Experiment1 filled circles, Experiment2 open tri-
angles and filled squares) and Thapar et al. (2003, open circles and
filled triangles). The top plot does not have error bars; the bottom plot
is for the same data with �2 SE error bars.
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were switched so that the young subjects’ means for
speed conditions were plotted against the older subjects’
means for accuracy conditions, the results would be dif-
ferent: The slopes would be much greater than 1.

It might be thought that this problem could be dis-
missed because differential instructions violate the “cor-
respondence axiom” (Cerella, 1990), but this is not the
case. The correspondence axiom states that young and
older subjects can be compared via Brinley functions
only when they are “performing the same computations”
(p. 215). There are two serious difficulties with the axiom.
The first concerns a “minimal” condition (p. 215) that
data are required to satisfy in order to be consistent with
the axiom—namely, that the Brinley function must be
monotonic. However, it is not possible to distinguish pat-
terns that are truly not monotonic from patterns for which

the underlying functions are monotonic but become dis-
torted by variability in the data.

The second difficulty with the axiom concerns whether
differential speed–accuracy instructions actually do vio-
late the axiom. In the original statement of the axiom,
equivalence of speed–accuracy criteria was not explic-
itly required. However, it appears that equivalence is
now expected in many current applications (see Cerella,
1990). Unfortunately, if equivalent speed–accuracy cri-
teria are required, it is not possible to determine empir-
ically whether the axiom holds because it is not possible
to determine whether criteria are the same across indi-
vidual subjects or across groups of older versus young
subjects. It cannot be stressed too strongly that it is not
enough to require accuracy to be equivalent for all the
individuals or groups. For example, if the cognitive pro-

Figure 3. An illustration of predictions from a serial processing model and a diffusion
model applied to mean RT. The RT values are derived from a diffusion model with param-
eters: Condition A, a � 0.08, Ter � 0.3, � � 0.08, sz � 0.02, drift rates 0.2 and 0.4, and st �
0.1; and Condition B, a � 0.12, Ter � 0.35, � � 0.08, sz � 0.02, drift rates 0.2 and 0.4, and
st � 0.1. a � boundary separation, Ter � nondecision component of RT, � � SD in drift
across trials, sz � range in starting point across trials, and st � range in the distribution of
Ter.
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cesses in a task were more difficult for older than young
subjects, the older subjects might still attain accuracy
levels as high as young subjects by adopting more con-
servative criteria (i.e., going slower); accuracy would be
equivalent between the two groups but their speed–
accuracy criteria would be different. It is also not enough
if all subjects show very high degrees of accuracy, say
above .9. The problem is that a statistically detectable
difference in accuracy between, say, 70% and 80% correct,
has the same difference in d¢ as a difference in accuracy
between 95% and 97.5% correct, which is probably not
statistically detectable in a typical experiment. The only
way to measure speed–accuracy criteria, and therefore
the only way to know if they are equivalent across sub-
jects, is through the application of a model that can sep-
arate criteria from other components of processing in the
task of interest. Ironically, such a model-based demon-
stration that the correspondence axiom holds is likely to
yield more information about age-related differences in
processing than the Brinley analysis that requires this
condition. In the absence of a model, it is impossible to
determine whether the correspondence axiom is violated
by differences in speed–accuracy criteria.

Given that there is no way of determining whether
speed–accuracy criteria are equivalent or not (at least not
in the absence of a model), the correspondence axiom
provides no way of determining whether or not equiva-
lence holds, and so the difficulties illustrated with the
interpretation of Brinley slopes from Ratcliff et al.’s
(2001), Ratcliff et al.’s (2003), and Thapar et al.’s (2003)
experiments are germane. For these experiments, if the
slope of a Brinley function is taken to measure the rela-
tive speed of cognitive processes for older and young
subjects, then the relative speeds are not consistent across
speed–accuracy instructions. More generally, even when
speed–accuracy instructions are not manipulated ex-
plicitly in experiments, individual subjects undoubtedly
set and vary their criteria themselves. To the extent that
older subjects do this differently from young subjects, it
can never be known from a Brinley slope by itself that it
represents differences in speed of cognitive processes
and not differences in criteria, or some combination of
the two. The slope can be interpreted only in the context
of a model that fully encompasses all the dependent vari-
ables of the task.

2. Myerson et al.’s (2003) meta-analysis of Sliwinski
and Hall’s (1998) data. Myerson et al. (2003) defended
their interpretation of Brinley slopes as representing rel-
ative processing speeds with a meta-analysis of data
from three “well defined cognitive processes” (p. 231,
data from Sliwinski & Hall, 1998)—mental rotation, vi-
sual search, and short-term memory scanning. For each
task, for young and older subjects separately, Myerson
et al. fit a straight line to the function relating RT to the
independent variable in the task (number of degrees of
mental rotation or visual search set size or memory set
size); then they calculated the ratio of the slopes of the
best-fitting straight lines for young and old. Also, for
each task, they calculated the slope of the Brinley func-

tion (fit by linear regression). In each case, the ratio ob-
tained from relating RT to the independent variable was
almost identical to the slope of the Brinley function. My-
erson et al. (2003) concluded that this identity supports
their interpretation of Brinley slopes as measures of the
relative processing speeds of young and older subjects.

However, the near-identity of the ratio of the inde-
pendent variable-RT slopes to the Brinley slope is guar-
anteed whenever the independent variable-RT slopes are
straight lines. The near-identity of the slopes does not
provide support for interpreting Brinley slopes as mea-
sures of relative processing speeds. It simply falls out of
the equations for the independent variable-RT lines (e.g.,
Ratcliff et al., 2000, Equations 2–4). To see this, consider
the following: If the independent variable-RT functions
are straight lines and there is no variability in x or y,

RTY � mYx � cY

and 

RTO � mOx � cO;

eliminating x (e.g., number of degrees of rotation or set
size) from the two equations gives

RTO � (mO/mY)RTY � cO � (mO/mY)cY.

Thus, in the absence of variability in the x and y values,
the slope of the Brinley function is guaranteed to be the
ratio of the slopes of the individual linear functions. As
variability in the data increases, the slope of the Brinley
function will diverge from the ratio of the individual
slopes. For the data Myerson et al. (2003) analyzed (e.g.,
their Figure 3), the amount of variability in the data
points about the fitted straight line was relatively small,
and so the Brinley slope and the ratio of the individual
function slopes were almost identical. If there were greater
variability in the x and y values, the comparison between
the slope of the Brinley function and the ratio of the slopes
of the individual functions would be better carried out by
systematic Monte Carlo studies in which variance was
added to known values of slopes and SDs and recovery of
those values could be examined, keeping in mind that
there is variability in both the x and the y values (Ratcliff
et al., 2000, Appendix A1). However, greater variability
would not change the implications of the analysis: Given
linear functions for independent variable-RT functions,
the ratio of the slopes of these functions will necessarily
match the slope of the Brinley function (with the degree
of match depending on variability in the data).

It should be stressed that the ratio of the slopes of in-
dependent variable-RT functions will match the Brinley
slope only when the function for RT versus the indepen-
dent variable is linear. If the function is nonlinear, the
comparison cannot be carried out (e.g., for most variables,
such as word frequency, repetitions, study time, contrast,
stimulus probability, intensity, stimulus duration, etc.,
RT is not linear when the independent variable is varied
over a large range). However, even when the indepen-
dent variable-RT functions are nonlinear, the analysis in
terms of plots of quantiles against quantiles can be car-
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ried out and it does explain the linearity of the Brinley
function (see Ratcliff et al., 2000, Equation 4).

3. Model dependence. When Myerson et al. (2003) ar-
gued for interpretation of the Brinley slope as a measure of
relative speed of processing, they were arguing that their
interpretation is a general one: Whatever the task, a Brin-
ley slope measures relative speed of processing. However,
this interpretation is valid only under some models, in par-
ticular, serial models of cognitive processing and parallel
models that mimic the serial models. For example, they
talked about the slope of RT against an independent vari-
able as “corresponding to the speed with which they [the
subjects] performed a particular cognitive process (e.g.,
for memory scanning, the number of milliseconds per item
in the memory set)” (p. 232). The problem with the argu-
ment is that if there are other reasonable models that offer
a different interpretation of the Brinley plot slope, then the
slope cannot, in general, be said to measure relative speed.
Instead, the slope can be interpreted only in the context of
whatever model applies to the particular task under study.

In Figure 3, we show how Myerson et al.’s (2003) in-
terpretation of Brinley slopes is most consistent with se-
rial processing. The top panel of Figure 3 shows RT as a
function of Experimental Conditions A and B, with RT
differences of a size that might be obtained in, for ex-
ample, a memory scanning task in which Condition A
was Set Size 3 and Condition B was Set Size 4. The pro-
cessing time difference between Conditions A and B is
96 msec for older subjects and 36 msec for young subjects,
and in a serial processing model, these times would rep-
resent the total time to process one additional item in
memory—that is, the time to scan one additional item.
The ratio of the differences, 96 msec versus 36 msec, is
2.67, the same value as the slope of the Brinley function
that would be derived from these data. The 2.67 slope is
understood to represent the factor by which the older sub-
jects’ scanning rate per item is slowed relative to young
subjects’ scanning rate. Note that this slope will still be
equal to the ratio of standard deviations in a QQ interpre-
tation of the data if the variability in the data is not large.

If processing is not serial and the 96- and 36-msec dif-
ferences are not measures of the total processing time
for each additional item in memory, then the picture is
quite different. The middle and bottom panels of Fig-
ure 3 show how the RTs might be interpreted in a se-
quential sampling model, the diffusion model used by
Ratcliff et al. (2000). The time Ter is the time taken up
by processes other those involved in the decision about
whether the test item is or is not in memory, and the re-
mainder of the RT represents the decision process. In
this model, the RT differences are not the total process-
ing times for a serial scan of each additional item. For
example, for young subjects, suppose that the decision
process took 92 msec in Condition A and 128 msec in
Condition B; in other words, the 36-msec difference be-
tween Conditions A and B is a slowing of 36 msec in a
process that took 92 msec to complete for Condition A.
In the diffusion model, this difference could come about
as shown in the bottom panel of the figure. In this ex-

ample, evidence accumulates toward the top boundary
of the process at a faster rate for Condition A (a larger
drift rate in the terms of the model) than for Condition B,
so that the boundary is reached in 92 msec for Condi-
tion A and 128 msec for Condition B. For older subjects,
the decision process takes 151 msec in Condition A and
247 msec in Condition B. In this example, the rate at
which evidence accumulates is the same for older and
young subjects in each condition and the reason RTs are
increased for the older subjects is that their response
boundaries are further from the starting point (a � .12)
than the boundaries for the young subjects (a � .08);
that is, the older subjects are more conservative.

Given the decision times in the example in the figure,
the ratio of processing times for the young subjects in
the two conditions is 128/92 � 1.33, and the ratio of pro-
cessing times for the older subjects is 247/151 � 1.64.
The ratio of these two ratios is 1.23, quite different from
the 2.67 slope of the Brinley function. Thus, in this se-
quential sampling model, the slope of the Brinley func-
tion is not a measure of relative processing speed. In
fact, to our knowledge, it is only under the assumption
of serial processing (or some kinds of parallel process-
ing including those that mimic serial processing) that a
Brinley slope measures relative processing speed.

The serial models required by the interpretation of
Brinley slopes as measures of relative processing speed are
not currently commonly accepted in cognitive psychology.
Perhaps the least controversial task for which serial pro-
cessing remains relatively unchallenged is mental rota-
tion. But for memory scanning and visual scanning, se-
rial models are clearly inconsistent with serial position
effects, repetition effects, the effects of repeated nega-
tives, and so on. In theoretical approaches, processing is
not serial (see Bundesen, 1990; Luce, 1986, chap. 12;
Murdock, 1971; Ratcliff, 1978; Strayer & Kramer, 1994;
Townsend, 1972, 2001; Townsend & Ashby, 1983; Wolfe,
1994). However, perhaps the main problem with serial
processing models is that they do not allow predictions to
be made about all the dependent variables in an RT task—
accuracy values and correct and error RT distributions.

The general point here is that the Brinley interpreta-
tion of slopes entails specific assumptions about the ap-
plicable models of cognitive processing. We think it is
reasonable that researchers arguing for a slowing inter-
pretation of Brinley slopes minimally show support for
the cognitive model that makes their favored interpreta-
tion possible. The fact that this is rarely done may ex-
plain why nicely fitting, linear Brinley plots are often
easily assumed to automatically support generalized
slowing, even though models that are consistent with
generalized slowing are likely to fail to provide a com-
plete and adequate account of data.

Can Theory Take Us Further?
Up to this point in this article, the concern has been

with the interpretation of Brinley functions. We have at-
tempted to separate empirical issues about the interpre-
tation of the data, as represented in Brinley functions,
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from theoretical questions such as how to explain the
relative speeds of processing for older and young sub-
jects. The interactions of empirical and theoretical is-
sues have been a major problem in interpreting Brinley
functions. Separating the issues is key to understanding
the main point that Ratcliff et al. (2000) wanted to make
(see also Fisher & Glaser, 1996): Linear Brinley func-
tions are consistent with a variety of different theoreti-
cal analyses, and the important questions are what is the
range of such models and how can they be tested against
each other? The reason these questions do not arise in
Myerson et al.’s (2003) article is that they implicitly as-
sumed that a linear Brinley function with slope greater
than 1 always implies that processing speed is increased
in older relative to young subjects by a factor that is
equal to the slope of the Brinley function.

Ratcliff et al. (2000) made the general point that lin-
ear Brinley functions can be produced in a variety of
ways from a variety of theoretical frameworks. The ex-
ample in Figure 3 shows the same Brinley function aris-
ing from two quite different models, one serial and one
parallel. Ratcliff et al. (2000) illustrated the point within
the framework of diffusion models by showing that dif-
ferences between older and young subjects in any of a
number of components of the models—for example,
drift rates or boundary separation—can produce linear
Brinley functions with slopes greater than 1. Fisher and
Glaser (1996) also discussed how different serial and
parallel processing architectures can account for data
that had been taken, on face value, to support some form
of a slowing hypothesis.

Generally speaking, Brinley functions have been used
to support the hypothesis that cognitive processes slow
with age, by the same factor across all tasks (general
slowing), by the same factor across all tasks in a domain
(domain-specific slowing), or by different factors in dif-
ferent tasks (task-specific slowing). Whatever the con-
text, the Brinley slope is taken as a measure of the dif-
ference in the rate of information processing between
older and young subjects, and this rate difference is
taken to be responsible for the differences in perfor-
mance between older and young subjects. Our principal
point is that any slowing hypothesis is inadequate unless
it is an integral consequence of a complete model of
processing for whatever task is at issue.

Besides being consistent with a wide variety of theo-
retical frameworks, an equally important reason that
Brinley functions are not diagnostic is that they ignore
the necessity of explaining all aspects of the experimen-
tal data, correct and error RTs, their distributions, and
accuracy rates. Brinley functions only address mean RTs
for correct responses (but see G. A. Smith & Brewer,
1995), and so they cannot provide sufficient constraints
on theory. Moreover, basing conclusions on only se-
lected aspects of the data, or on theories derived from
only those selected aspects, means that the theories will
almost certainly make incorrect predictions about the
other aspect of the data.

Ratcliff et al. (2001, 2003) and Thapar et al. (2003) il-
lustrated the application to aging research of a model
that both accounts for the full range of RT data and allows
the various components of processing to be separated.
Ratcliff et al. and Thapar et al. have demonstrated the
benefits of this approach with three different paradigms.

In the f irst (Ratcliff et al., 2001), a pair of signal
detection–like tasks was used. In one, subjects were
asked to judge whether the number of asterisks displayed
in a 10 � 10 array was large or small, and in the other,
they were asked to judge whether the separation of two
dots was large or small. The subjects were given proba-
bilistic feedback: For a large number of asterisks or a
large separation, most (but not all) of the time, they were
told that “large” was the correct response. Similarly, for
a small number of asterisks or a small separation, most
(but not all) of the time, they were told that “small” was
the correct response. For stimuli in the middle of the
range, the probabilities of “large” versus “small” feed-
back varied; for each stimulus, it was more likely than
not to be paired with the appropriate feedback, but it also
frequently received inappropriate feedback. Instructions
were alternated between blocks of trials, either emphasiz-
ing speed or emphasizing accuracy. For all the experimen-
tal conditions, the diffusion model gave a good account
of all the data: mean RTs, accuracy rates, the shapes of
the RT distributions, and the relation between correct
and error RTs.

For two-choice tasks like these, the diffusion model
separates processing into components: For the decision
process, information from a stimulus is accumulated
from a starting point toward one or the other of two re-
sponse boundaries. When the amount of evidence reaches
one of the boundaries, a response is initiated. Drift rate
is the parameter that captures the rate of accumulation of
information, and the distances of the boundaries from
the starting point determine how much information must
be accumulated before a response is initiated. Compo-
nents of RT that are outside the decision process (e.g.,
encoding, response execution) are summarized into an-
other parameter of the model. All of these—the drift
rates for the different experimental conditions, the bound-
ary positions, the starting point, and the nondecision
component—are assumed to vary in their values across
trials.

In the signal detection tasks studied by Ratcliff et al.
(2001), the diffusion model fit the data well. Drift rate
varied among the conditions, as would be expected (a
smaller value of drift rate for more difficult discrimina-
tions), but it did not differ significantly between the
older and young subjects. According to the model, this
means that the quality of the information extracted from
the stimuli was the same for the older as for the young
subjects. All the subjects adopted more conservative de-
cision criteria (i.e., set their boundaries farther apart)
with accuracy instructions than with speed instructions,
but the older subjects were more conservative overall.
The older subjects were also slower in the nondecision
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component of RT by a modest amount, about 50 msec
(this is similar to the separation between peripheral and
central components proposed by Cerella, 1991, but, in
contrast, the diffusion model provides an unambiguous
estimate of the nondecision components of processing
when it is fit to data; see Ratcliff & Tuerlinckx, 2002).
The conclusion, through the model, is that in these tasks,
the longer RTs and larger SDs of the older subjects rela-
tive to the young can be explained by more conservative
decision criteria and slower nondecision components of
RT. The information upon which the decisions were
based is not different between the older and the young
subjects.

The second task examined was a masked letter dis-
crimination task (Thapar et al., 2003; see also Ratcliff &
Rouder, 2000). On each trial of the experiment, a single
letter was presented from 10 to 40 msec; then it was
masked and subjects were asked to decide which of two
letters it was. The same two choice letters were used for
all the trials of a block, and blocks of trials with speed
instructions alternated with blocks of trials with accu-
racy instruction. Again, the diffusion model fit the data
well. Drift rate varied with the difficulty of the experi-
mental conditions, and boundary positions were further
apart with accuracy instructions than with speed instruc-
tions. Just as with the signal detection tasks, the older
subjects adopted more conservative decision criteria
than the young subjects and the nondecision component
of RT was larger for them by about the same modest 50
to 70 msec. However, unlike the signal detection tasks,
in this experiment, the quality of the information ex-
tracted from the stimuli was not as good for the older sub-
jects as for the young; drift rates were considerably lower
for the older subjects.

The third task examined was brightness discrimina-
tion (Ratcliff et al., 2003). The stimuli were patches of
black and white pixels, and they varied in their propor-
tions of white to black (.525, .575, and .65 white pixels
and .525, .575, and .65 black pixels). The patches were
masked after 50, 100, or 150 msec. Again, blocks of tri-
als alternated between speed and accuracy instructions.
Here, as with the signal detection tasks, the older sub-
jects’ drift rates did not differ significantly from the
young subjects’, although the older subjects still adopted
more conservative decision criteria (for the speed but
not the accuracy instructions) and they were still about
50 msec slower in the nondecision component of RT.

The results for two of the tasks just described, letter
discrimination and brightness discrimination with masked
stimuli, match the perceptual literature extremely well.
According to the diffusion model, older subjects are less
able than young subjects to extract information from
high spatial frequency stimuli (letters), but they are about
equal to young subjects for low spatial frequency stim-
uli (pixel patches); these differences are reflected in drift
rates in the diffusion model. In the perceptual literature,
studies have shown declining contrast sensitivity with
age for medium and high spatial frequencies but not for
low spatial frequencies (Owsley, Sekuler, & Siemsen,

1983), and also decreasing letter identification accuracy
with age (Coyne, 1981; Fozard, 1990; Spear, 1993). The
drift rates extracted from fits to the data match the re-
sults from the perceptual literature.

Both the letter discrimination and brightness discrimi-
nation tasks show slopes of Brinley functions greater than
1 in the speed conditions, which match results usually ob-
tained in the Brinley plot literature. In the diffusion model,
this is explained by criteria differences in the brightness
discrimination task and by both drift rate and criteria dif-
ferences in letter discrimination. Thus the diffusion model
provides an explanation that relates patterns of data in ac-
curacy and RT that were previously evaluated separately.

The conclusion to be drawn from these studies is that
age effects cannot be understood simply as slowing of
the cognitive processes involved in some task. Rather,
components of processing must be examined separately
from each other, and when that is done, it appears that
some processes (e.g., extracting information from let-
ters presented very quickly) suffer with aging and some
(e.g., extracting information about the brightness of
pixel displays) do not. Older subjects tend to be more
conservative in that they try to avoid making errors (more
so in some conditions of some tasks than in other condi-
tions and tasks), and they tend to be slower in at least
some nondecision components of processing.

In attributing a part of the RT difference between older
and young subjects in their studies to different settings
of decision criteria, Ratcliff et al. counter Myerson
et al.’s (2003, p. 234) claim that “age differences in time–
accuracy tradeoffs have been extensively researched and
found wanting as a general explanation for age differ-
ences in RTs.” However, applications of the diffusion
model show that in some paradigms, differences in
speed–accuracy criterion settings are wholly responsible
for Brinley function slopes greater than 1 (Ratcliff et al.,
2001, 2003). In other paradigms (Thapar et al., 2003), the
quality of evidence extracted from the stimulus is lower
for older subjects than for young subjects and this, along
with more conservative criterion settings in older sub-
jects, produces slopes of Brinley functions greater than 1.
Thus, a claim that speed–accuracy criterion settings are
not a general explanation of age differences is an over-
simplification.

The applications of the diffusion model indicate that
there is no single factor that can explain the effects of
aging on RT within a single paradigm or across para-
digms, at least not for the kinds of paradigms for which
the diffusion model is suited—namely, those in which
two-choice decisions are reasonably fast and likely made
on the basis of a single decision process. For other tasks
that produce much longer RTs, models need to be ap-
plied and evaluated (e.g., ACT–R, Anderson & Lebiere,
1998; EPIC, Meyer, Glass, Mueller, Seymour, & Kieras,
2001). Interpreting the effects of aging through the dif-
fusion model shows that there are some aging deficits
that are common across tasks and others that differ among
tasks, and we would expect this also to be the case in
tasks for which the decision process is more complex.
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CONCLUSION

In the aggregate, we believe that Myerson et al.’s (2003)
comments emphasize terminological points at the expense
of the more important and central theoretical point of
our original article. The empirical patterns exhibited by
Brinley functions provide minimal constraint, at best, on
any theoretical account of age differences in processing.
Brinley functions can be interpreted as showing slowing,
but only within a limited range of processing models, se-
rial models, and some parallel models. In order to provide
a sufficient account of cognitive processes, models have
to explain not only the mean RTs of Brinley functions but
also the full distributions of correct and error RTs and ac-
curacy values. Unfortunately, the slowing interpretations
usually offered for Brinley function results are rarely ac-
companied by either a full account of the data or a defense
of the slow processing assumption over alternative possi-
bilities. Currently, in the cognitive research domain, the
consensus is that elementary processes like retrieval from
memory, lexical decision, perceptual discriminations,
stimulus identification, and the like involve global accu-
mulation of evidence in sequential sampling processes or
highly parallel processes, not serial ones.

In a Brinley function, older subjects’ mean RTs for each
condition in an experiment are plotted against young sub-
jects’ mean RTs for the same conditions. The older sub-
jects’ condition means are quantile points from their dis-
tribution of possible condition means, and young subjects’
condition means are points from their distribution of pos-
sible means. The means are ordered across the range of the
distributions by the difficulty of the experimental con-
ditions. From this analysis, as discussed in Ratcliff et al.
(2000) and summarized in Table 1, several findings fall out.
First, the Brinley function is linear if the distributions of
mean RTs for older and young subjects across conditions
have the same shape. This answers one of Myerson et al.’s
(2003, p. 229) criticisms of our position: “all of which
simply begs the question of why there is an orderly, linear
relationship between condition means in the first place.” It
also allows an understanding of why Brinley functions
can be linear when the function relating mean RT and
the independent variable is not linear (unlike the examples
presented in Myerson et al.’s, 2003, meta-analysis).

Second, if the mean RT across conditions for older
subjects is larger than that for young subjects, and the
spread in the distribution of condition means is greater
for older subjects than young subjects, then the equation
for the relationship between quantiles for older and young
subjects guarantees that the intercept of the Brinley func-
tion is negative and that the slope is greater than 1. Third,
in addition, if there is variability across experiments in
the means and SDs, the expressions for the slope and in-
tercept of the Brinley function guarantee that there is a
negative correlation between the slopes and intercepts.

Fourth, and perhaps most important, because a Brinley
function is simply a plot of quantiles against quantiles,
it carries no theoretical commitment other than that a
theory provides a greater spread of older subjects’ means

relative to young subjects’ means. The function does not
imply slowing in some or all processes with age, nor
does it allow one to choose one or another current model
of cognitive processing over others; most current models
can produce greater spreads of means for older than young
subjects, and they can do so in multiple ways.

We also reviewed applications of the diffusion model
to the effects of aging and showed that the effects vary
across tasks. In all tasks, there was a modest decrement
for older subjects relative to young in the nondecision
component of processing (e.g., 40–80 msec), and in most
tasks, they set more conservative decision criteria. For
one task, there was a decrement in the quality of the in-
formation older subjects derive from the stimuli, relative
to young subjects, but in two other tasks there was not.

The key to the diffusion model’s ability to separate the
effects of age according to components of cognitive pro-
cessing is that the model provides a good account of all the
dependent variables for the data: correct and error RTs and
their distributions and accuracy values. It is quite likely
that other competing sequential sampling models (e.g.,
Ratcliff & Smith, 2004) can provide similar interpreta-
tions. Competing views in aging research are inadequate if
they account for only a fraction of the experimental data.
Given the diffusion model’s success in fitting the data, and
the analysis of aging effects it provides, the conclusion is
that there is not single general, domain-specific, or task-
specific factor that underlies the effects of aging on RT. In-
stead, the multiple components of processing can vary
across tasks in whether they are always, usually, or only
sometimes affected by aging. Thus the search for a simple
model-independent account of the effects of aging on
speed of processing is futile. A model-based account will
be more complicated, but it will be more comprehensive
in its coverage of data and paradigms.
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The problem of fitting linear regression models in the pres-
ence of measurement error has rarely been mentioned in the
experimental psychology literature (but see Fisk et al., 1992;
Myerson et al., 1994). Measurement error occurs when the
x values are not fixed values, but are the sum of the true value
and an additive error. When there is error in the x values, stan-
dard linear regression underestimates the true slope of the re-
gression line. This situation occurs in several domains in psy-
chology, in particular in Brinley functions (the focus here) and
in estimating the slope of the z-ROC function in signal detec-
tion theory when ROC functions are obtained not from confi-
dence ratings (see Ogilvie & Creelman, 1968), but by manip-
ulating payoffs of probability of the two responses in a yes/no
task (see Ratcliff, Sheu, & Gronlund, 1992).

The question then is: When there is measurement error in
both x and y, what is the best estimator of the true slope: lin-
ear regression, the ratio of the SDs, or some other method (per-
haps a correction for measurement error in x values)? It should
be stressed that the only aim of the application of linear re-
gression is to estimate the true slope of the function (i.e., lin-
ear regression cannot be used to determine anything about the
linearity of the fit). Ratcliff et al. (2000, Appendix), using sim-
ulated data typical of those found in Brinley functions, pro-
vided several Monte Carlo studies of linear regression with
measurement error in both x and y, and showed that the ratio
of SDs (SDy /SDx) is closer to the true value of the slope than
is the slope computed from linear regression.

Further examination of the literature on linear regression
with measurement error shows that there has been consider-
able research and that several recommended solutions have
been presented, differing in what kinds of information are
available from the data. Chen and Van Ness (1999) distin-
guished between three models that differ in the assumptions
about the x values. If the true x values are derived from a sin-
gle distribution with one mean and a common SD, this is
termed the “structural model”; if the x values are different un-
known constants, this is termed the “functional model”; if the
x values are derived from different unknown constants but with
a common SD, this is termed the “ultrastructural model.” The
latter model is the one that is most similar to the situation for
Brinley functions. Chen and Van Ness then presented maxi-
mum likelihood solutions that differ in what information is
known. For example, different maximum likelihood estimators
are available if the SD of the individual x values is known ver-
sus the case in which the ratio in the SDs of the individual x and
y values is known. In practice, because mean RT is computed
over subjects and replications, the standard error in each
x value and each y value is known so that the latter case most

closely resembles what is known for Brinley functions. How-
ever, although these maximum likelihood estimators have op-
timal asymptotic properties, Draper and Smith (1998) sug-
gested that, in most applications, the numbers of observations
are too small for asymptotic behavior to be obtained.

Draper and Smith (1998) recommended the product of the
mean of the slope from regressing y against x and the inverse
of the slope of regressing x against y as an estimator of the
slope when the number of observations is small. They pointed
out that is identical to SDy /SDx, the ratio of SDs (see Ratcliff
et al., 2000). This estimator is also optimal in some situations
(see Chen & Van Ness, 1999, p. 21).

Another method that appears to be well suited for finding
the slope and intercept of Brinley functions and z-ROC func-
tions is “generalized least squares,” which can be shown to be
the same as orthogonal regression (Chen & Van Ness, 1999,
p. 83). In this method, the SD in each of the x and y values is
required and a chi square value, S(yi � a � bxi)2/(s y

2 � b2s x
2),

is minimized.
Thus, when there is error in x as well as error in y, the true

slope is better estimated either by the ratio of SDs or by gen-
eralized least squares rather than by standard linear regression.
Which of these methods is better for particular data sets would
be best examined by Monte Carlo studies where simulated data
used in the Monte Carlo studies matched those in experimen-
tal data. For example, for known slope and intercept, similar
ranges and SDs in the x values and y values would be used to
generate many sets of simulated data, the two methods would
be used to estimate slopes and intercepts, and the ability of the
methods to recover the true slopes and intercepts, including bi-
ases and variability in the estimates across simulations, could
be determined.

Standard linear regression in most introductory textbooks
assumes that for each x value there is one y value. However,
most often when reaction time measures are used, means
across many observations serve as the experimental data,
which means that standard errors can be computed for the
means. This means that the quality of the straight line fit can
be assessed by determining whether the standard error of mea-
surement in the y values matches the standard errors in the data
points. (Note that the usual correlation coefficient does not as-
sess goodness of fit; this can be seen by drawing any straight
line at all that misses the data and noting that the correlation
coefficient is the same; see Fisk & Fisher, 1994.) The general-
ized least squares method presented in Press et al. (1992) uses
estimated standard errors in the mean RTs for both older and
young subjects and provides an assessment of the quality of
the fit based on the chi square function minimized.

APPENDIX

(Manuscript received July 31, 2002;
revision accepted for publication August 26, 2003.)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


